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The Brain's
 
Dark
 

Energy
 
Brain regions active when our minds wander may hold a key to 

understanding neurological disorders and even consciousness itself 

KEY CONCEPTS 

•	 Neuroscientists have long 
thought that the brain's 
circuits are turned off 
when a person is at rest. 

•	 Imaging experiments, 
however, have shown that 
there is a persistent level 
of background activity. 

•	 This default mode, as it is 
called, may be critical in 
planning future actions. 

•	 Miswiring of brain regions 
involved in the default 
mode may lead to disor­
ders ranging from Alz­
heimer's to schizophrenia. 

-The Editors 
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Imagine you are almost dozing in a lounge chair 
outside, with a magazine on your lap. Sudden­
ly, a fly lands on your arm. You grab the mag­

azine and swat at the insect. What was going on 
in your brain after the fly landed? And what was 
going on just before? Many neuroscientists have 
long assumed that much of the neural activity in­
side your head when at rest matches your su b­
dued, somnolent mood. In this view, the activity 
in the resting brain represents nothing more than 
random noise, akin to the snowy pattern on the 
television screen when a station is not broadcast­
ing. Then, when the fly alights on your forearm, 
the brain focuses on the conscious task of squash­
ing the bug. But recent analysis produced by neu­
roimaging technologies has revealed something 
quite remarkable: a great deal of meaningful ac­
tivity is occurring in the brain when a person is 
sitting back and doing nothing at all. 

It turns out that when your mind is at rest­
when you are daydreaming quietly in a chair, 
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say, asleep in a bed or anesthetized for surgery­
dispersed brain areas are chattering away to one 
another. And the energy consumed by this ever 
active messaging, known as the brain's default 
mode, is about 20 times that used by the brain 
when it responds consciously to a pesky fly or 
another outside stimulus. Indeed, most things 
we do consciously, be it sitting down to eat din­
ner or making a speech, mark a departure from 
the baseline activity of the brain default mode. 

Key to an understanding of the brain's default 
mode has been the discovery of a heretofore un­
recognized brain system that has been dubbed 
the brain's default mode network (DMN). The 
exact role of the DMN in organizing neural ac­
tivity is still under study, but it may orchestrate 
the way the brain organizes memories and vari­
ous systems that need preparation for future 
events: the brain's motor system has to be revved 
and ready when you feel the tickle of a fly on 
your arm. The DMN may playa critical role in 
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synchronizing all parts of the brain so that, like 
racers in a track competition, they are all in the 
proper "set" mode when the starting gun goes 
off. If the DMN does prepare the brain for con­
scious activity, investigations of its behavior may 
provide clues to the nature of conscious experi­
ence. Neuroscientists have reason to suspect, 
moreover, that disruptions to the DMN may un­
derlie simple mental errors as well as a range of 
complex brain disorders, from Alzheimer's dis­
ease to depression. 

Probing Dark Energy 
The idea that the brain could be constantly busy 
is not new. An early proponent of that notion 
was Hans Berger, inventor of the familiar elec­
troencephalogram, which records electrical 
activity in the brain with a set of wavy lines on a 
graph. In seminal papers on his findings, pub­

lished in 1929, Berger deduced from the cease­

less electrical oscillations detected by the device
 
that "we have to assume that the central nervous
 
system is always, and not only during wakeful­ ..
 
ness, in a state of considerable activity."
 

But his ideas about how the brain functions 
were largely ignored, even after noninvasive im­ It 
aging methods became a fixture in neuroscience 
laboratories. First, in the late 1970s, came posi­
tron-emission tomography (PET), which mea­
sures glucose metabolism, blood flow and oxy­
gen uptake as a proxy for the extent of neuronal 
activity, followed in 1992 by functional magnet­
ic resonance imaging (fMRI), which gauges brain 
oxygenation for the same purpose. These tech­
nologies are more than capa ble of assaying brain 
activity, whether focused or not, but the design 
of most studies inadvertently led to the impres­
sion that most brain areas stay pretty quiet until 
called on to carry out some specific task. 

Typically neuroscientists who run imaging 
experiments are trying to pinpoint the brain re­
gions that give rise to a given perception or be­
havior. The best study designs for defining such 
regions simply compare brain activity during 
two related conditions. If researchers wanted to 
see wh ich brain areas are important during read­
ing words aloud (the "test" condition) as op­
posed to viewing the same words silently (the 
"control" condition), for instance, they would 
look for differences in images of those two con­
ditions. And to see those differences clearly, they 
would essentially subtract the pixels in the pas­
sive-reading images from those in the vocal im­
age; activity of neurons in the areas that remain 
"lit up" would be assumed to be the ones neces­
sary for reading aloud. Any of what is called in­
trinsic activity, the constant background activi­
ty, wou Id be left on the cutting-room floor. Rep­ "i: -sresenting data in this way makes it easy to 

~ 
envision areas of the brain being "turned on," ~ 
during a given behavior, as if they were inactive ~ 
until needed by a particular task. ;; 

z 

1:':
Over the years, however, our group, and oth­ ~ 

8 
~ 

ers, became curious about what was happening z 

when someone was simply resting and just let­ ~ 
2: 

ting the mind wander. This interest arose from ~ 
a set of hints from various studies that suggested 0;­

~ 

the extent of this behind-the-scenes activity. { 
rl 

One clue came from mere visual inspections ~ 
!of the images. The pictures showed that areas in 
:§ 

many regions of the brain were quite busy in (': 

both the test and the control conditions. In part 
~ 

~ 
because of this shared background "noise," dif­ z 

o'" 
ferentiating a task from the control state by look- v; '" 
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ing at the separate raw images is difficult if not 
impossible and can be achieved only by applying 
sophisticated computerized image analysis. 

Further analyses indicated that performing a 
particular task increases the brain's energy con­
sumption by less than 5 percent of the underly­
ing baseline activity. A large fraction of the over­
all activity-from 60 to 80 percent of all energy 
used by the brain-occurs in circuits unrelated 
to any external event. With a nod to our astron­
omer colleagues, our group came to call this in­
trinsic activity the brain's dark energy, a refer­
ence to the unseen energy that also represents 
the mass of most of the universe. 

The question of the existence of neural dark 
energy also arose when observing just how little 
information from the senses actually reaches 
the brain's internal processing areas. Visual in­
formation, for instance, degrades significantly 
as it passes from the eye to the visual cortex. 

Of the virtually unlimited information avail­
able in the world around us, the equivalent of 10 
billion bits per second arrives on the retina at 
the back of the eye. Because the optic nerve at­
tached to the retina has only a million output 
connections, just six million bits per second can 
leave the retina, and only 10,000 bits per second 
make it to the visual cortex. 

After further processing, visual information 
feeds into the brain regions responsible for form­
ing our conscious perception. Surprisingly, the 
amount of information constituting that con­
scious perception is less than 100 bits per sec­
ond. Such a thin stream of data probably could 
not produce a perception if that were all the 
brain took into account; the intrinsic activity 
must playa role. 

Yet another indication of the brain's intrinsic 
processing power comes from counting the num­
ber of synapses, the contact points between neu­
rons. In the visual cortex, the number of synaps­
es devoted to incoming visual information is less 
than 10 percent of those present. Thus, the vast 
majority must represent internal connections 
among neurons in that brain region. 

Discovering the Default Mode
 
These hints of the brain's inner life were well
 
established. But some understanding was need­

ed of the physiology of the brain's intrinsic activ­

ity-and how it might influence perception and
 
behavior. Happily, a chance and puzzling obser­

vation made during PET studies, later corrobo­

rated with fMRI, set us on a path to discovering
 
theDMN.
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A CLUE TO 
THE NEW VIEW 
Researchers have known for some 
time that only a trickle of information 
from the virtually infinite flood in the 
surrounding environment reaches 
the brain's processing centers. 
Although six million bits are transmit­
ted through the optic nerve, for 
instance, only 10,000 bits make it 
to the brain's visual-processing area, 
and only a few hundred are involved 
in formulating a conscious percep­
tion-too little to generate a mean­
ingful perception on their own. The 
finding suggested that the brain 
probably makes constant predictions 
about the outside environment in 
anticipation of paltry sensory inputs 
reaching it from the outside world. 
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In the mid-1990s we noticed quite by accident 

that, surprisingly, certain brain regions experi­
enced a decreased level of activity from the base­
line resting state when subjects carried out some 
task. These areas-in particular, a section of the ,I 

medial parietal cortex (a region near the middle 
of the brain involved with remembering person­
al events in one's life, among other things)-reg­
istered th is drop when other areas were engaged 
in carrying out a defined task such as reading 
aloud. Befuddled, we labeled the area showing 
the most depression MMPA, for "medial mys­
tery parietal area." 

A series of PET experiments then confirmed 
that the brain is far from idling when not en­
gaged in a conscious activity. In fact, the MMPA 
as well as most other areas remains constantly 
active until the brain focuses on some novel task, 
at which time some areas of intrinsic activity de­
crease. At first, our studies met with some skep­
ticism. In 1998 we even had a paper on such find­
ings rejected because one referee suggested that 
the reported decrease in activity was an error in 
our data. The circuits, the reviewer asserted, 
were actually being switched on at rest and 
switched off during the task. Other researchers, 
however, reproduced our resu Its for both the 
medial parietal cortex-and the medial prefron­
tal cortex (involved with imagining what other 
people are thinking as well as aspects of our 
emotional state). Both areas are now considered 
major hubs of the DMN. 

The discovery of the DMN provided us with 
a new way of considering the brain's intrinsic ac­
tivity. Until these publications, neurophysiolo­
gists had never thought of these regions as a sys­
tem in the way we think of the visual or motor 
system-as a set of discrete areas that communi­
cate with one another to get a job done. The idea 
that the brain might exhibit such internal activ­
ity across multiple regions while at rest had es­
caped the neuroimaging establishment. Did the 
DMN alone exhibit this property, or did it exist 
more generally throughout the brain? A surpris­
ing finding in the way we understand and ana­
lyze fMRI provided the opening we needed to 
answer such questions. 

The fMRI signal is usually referred to as the 
blood oxygen level-dependent, or BOLD, signal 
because the imaging method relies on changes in 
the level of oxygen in the human brain induced 
by alterations in blood flow. The BOLD signal 
from any area of the brain, when observed in a 
state of quiet repose, fluctuates slowly with cycles 
occurring rough ly every 10 seconds. Fluctua-
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nons thIS slow were consIdered to be mere nOise, 
and so the data detected by the scanner were sim­
ply eliminated to better resolve the brain activity 
for the particular task being imaged. 

The wisdom of discarding the low-frequency 
signals came into question in 1995, when Bharat 
Biswal and his colleagues at the Medical College 
of Wisconsin observed that even while a subject 
remained motionless, the "noise" in the area of 
the brain that controls right-hand movement fluc­
tuated in unison with similar activity in the area 
on the opposite side of the brain associated with 
left-hand movement. In the early 2000s Michael 
Greicius and his co-workers at Stanford Univer­
sity found the same synchronized fluctuations in 
the DMN in a resting subject. 

Because of the rapidly accelerating interest in 
the DMN's role in brain function, the finding by 
the Greicius group stimulated a flurry of activity 

III laboratones worldwIde, IOclUdlOg ours, III 

which all of the noise, the intrinsic activity of the 
major brain systems, was mapped. These re­
markable patterns of activity appeared even un­
der general anesthesia and during light sleep, a 
suggestion that they were a fundamental facet of 
brain functioning and not merely noise. 

It became clear from this work that the DMN 
is responsible for only a part, albeit a critical 
pan, of the overall intrinsic activity-and the 
notion of a default mode of brain function ex­
tends to all brain systems. In our lab, discovery 
of a generalized default mode came from first ex­
amining resea rch on brain electrical activity 
known as slow cortical potentials (SCPs), in 
which groups of neurons fire every 10 seconds or 
so. Our research determined that the spontane­
ous fluctuations observed in the BOLD images 
were identical to SCPs: the same activity detected 
with different sensing methods. 

We then went on to examine the purpose of 
SCPs as they relate to other neural electrical sig­
nals. As Berger first showed and countless oth­
ers have since confirmed, brain signaling con­
sists of a broad spectrum of frequencies, ranging 
from the low-frequency SCPs through activity in 
excess of 100 cycles per second. One of the great 
challenges in neuroscience is to understand how 
the different frequency signals interact. 

It turns out that SCPs have an influential role. 
Both our own work and that of others demon­
strate that electrical activity at frequencies above 
that of the SCPs synchronizes with the oscilla­
tions, or phases, of the SCPs. As observed re­
cently by Matias Paiva and his colleagues at the 
University of Helsinki, the rising phase of an 
SCP produces an increase in the activity of sig­
nals at other frequencies. 

The symphony orchestra provides an apt met­
aphor, with its integrated tapestry of sound aris­
ing from multiple instru ments playing to the 
same rhythm. The SCPs are the equivalent of the 
conductor's bawn. Instead of keeping time for a 
collection of musical instruments, these signals 
coordinate access that each brain system re­
quires to the vast storehouse of memories and 
other information needed for survival in a com­
plex, ever changing world. The SCPs ensure that 
the right computations occur in a coordinated 
fashion at exactly the correct moment. 

But the brain is more complex tban a sympho­
ny orchestra. Each specialized brain system­
one that controls visual activity, another that ac­
tuates muscles-exhibits its own pattern of 
SCPs. Chaos is averted because all systems are 
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not created equal. Electrica I signaling from some 
brain areas takes precedence over others. At the 
top of this hierarchy resides the DMN, which 
acts as an iiber-conductor to ensure that the ca­
cophony of competing signals from one system 
do not interfere with those from another. This 
organizational structure is not surprising, be­
cause the brain is not a free-for-all among inde­
pendent systems but a federation of interdepen­
dent components. 

At the same time, this intricate internal activ­
ity must sometimes give way to the demands of 
the outside world. To make this accommoda­
tion, SCPs in the DMN diminish when vigilance 
is required because of novel or unexpected sen­
sory inputs: you suddenly realize that you prom­
ised to pick up a carton of milk on the drive 
home from work. The internal SCP messaging 
revives once the need for focused attention dwin­
dles. The brain continuously wrestles with the 
need to balance planned responses and the im­
mediate needs of the moment. 

Consciousness and Disease 
The ups and downs of the DMN may provide 
insight into some of the brain's deepest myster­
ies.It has already furnished scientists with fasci­
nating insights into the nature of attention, a 
fundamental component of conscious activity. 
In 2008 a multinational team of researchers 
reported that by watching the DMN, they could 
tell up to 30 seconds before a subject in a scan­
ner was about to commit an error in a computer 
test. A mistake would occur if, at that time, the 
default network took over and activity in areas 
involved with focused concentration abated. 

And in years to come, the brain's dark energy 
may provide clues to the nature of conscious­
ness. As most neuroscientists acknowledge, our 
conscious interactions with the world are just a 
small part of the brain's activity. What goes on 
below the level of awareness-the brain's dark 
energy, for one-is critical in providing the con­
text for what we experience in the small window 
of conscious awareness. 

Beyond offering a glimpse of the behind-the­
scenes events that underlie everyday experience, 
study of the brain's dark energy may provide 
new leads for understanding major neurological 
maladies. Mental gymnastics or intricate move­
ments will not be required to complete the exer­
cise. A subject need only remain still within the 
scanner while the DMN and other hubs of dark 
energy whir silently through their paces. 

Already this type of research has shed new 
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light on disease. Brain-imaging studies have 
found altered connections among brains cells in 
the DMN regions of patients with Alzheimer's, 
depression, autism and even schizophrenia. Al­
zheimer's, in fact, may one day be characterized 
as a disease of the DMN. A projection of the 
brain regions affected by Alzheimer's fits neatly 
over a map of the areas that make up the DMN. 
Such patterns may not only serve as biological 
markers for diagnosis but may also provide deep­
er insights into causes of the disease and treat­
ment strategies. 

Looking ahead, investigators must now try to 

glean how coordinated activity among and with­
in brain systems operates at the level of the indi­
vidual cells and how the DM causes chemical 
and electrical signals to be transmitted through 
brain circuits. New theories will then be needed 
to integrate data on cells, circuits and entire neu­
ra I systems to produce a broader picture of how 
the brain's default mode of function serves as a 
master organizer of its dark energy. Over time 
neural dark energy may ultimately be revealed 
as the very essence of what makes us tick. • 
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